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Negative quantum Hall effect in field-induced spin-density-wave states:
Dependence on shape of the quasi-one-dimensional Fermi surface
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The successive transitions of the field-induced spin-density wave, which is labeled by the quantum number
N of the Hall conductivity and the nesting vector, are known to depend on the shape of the quasi-one-
dimensional Fermi surface. We study the condition for the appearance of the negative N states, where the
quantized Hall conductivity changes the sign. We obtain the phase diagram for the negative N states in the
parameter space of the higher harmonics in the Fermi surface (7}, 73, and 1,) to be stabilized with and without
the periodic anion potential V in the perpendicular direction to the conducting axis, which are the cases in
(TMTSF),Cl0, and (TMTSF),PFg, respectively. The negative N phase is shown to be stabilized for the smaller
values of 73 and 7, in the case of the finite V. Comparing with the experiment by Matsunaga et al. [J. Phys. IV
131, 269 (2005)], where the quantum Hall effect is observed in (TMTSF),ClO, with various cooling rates,
we obtain the parameter regions of 73 and #, for (TMTSF),ClO, (0.06<t3/1,<0.23, 0=1,4/1,<0.08, and

Vi) =<2.0).
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I. INTRODUCTION

In the organic conductors (TMTSF),X (X=ClO,, PF,,
etc.) many interesting phenomena such as the field-induced
spin-density wave (FISDW),'~7 the quantum Hall effect and
the negative Hall resistance (R,,) in some regions of the
magnetic field [X=ClO,,” PF,,'%'2 ReO,,' and AsF (Ref.
14)], superconductivity,'>!® and anomalous peak structures
of the angular-dependent magnetoresistance!” have been ob-
served. These organic conductors have the quasi-one-
dimensional Fermi surface. The simplest model may be the
3/4-filled tight-binding model (or 1/4 filled with holes)

€y(k) = - 21, cos(ak,) - 2, cos(bk,), (1)

where a and b are the lattice constants along x and y axes,
respectively, and ¢, and ¢, are the anisotropic transfer inte-
grals which are roughly obtained from experiments as
{t,,t,}={258 meV,254 meV} for ClO, and {1,,1,}
={264 meV,23.4 meV} for PF,.""!® The transfer integral
along the third direction (¢,) is about #,/10 and it can be
neglected.”!® Although the crystal is triclinic and there are
the multiple-transverse-transfer integrals,'®=2° most of the
important properties are understood by Eq. (1).!

Equation (1) is further simplified by linearizing the energy
with respect to k, including the higher harmonics of k,

e(k) = fwp(|k,| — kg) + 1, (k,), (2)
where

1, (ky) = =21, cos(bk,) — 21, cos(2bk,) — 215 cos(3bk,)
— 2t cos(4bk,) — 2t5 cos(5bk,) — - -+, (3)
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ta>tb>t1;>t3>l4>15>"', (4)

2at, T

VF="% and kF=4—a. Hereafter, we set i=1. By using the

perturbation with respect to #,/t, in Eq. (1), we get 1,
~O0[(%)?, 1,~O[(%)"], and (n=3,4,...). The parameter (})
gives the imperfec;ness of the nesting of the quasi-one-
dimensional Fermi surface with the nesting vector

Q= (mf) (5)

and is the origin of the FISDW. Therefore, we scale the other
parameters by #,. In this paper we set 7,/¢,=100 and #,/t,
=10, where t,, t,, and t; are taken to be positive. It has been
known that a small change in the Fermi surface due to #; and
t, plays an important role of the presence of the negative hall
effect?’?? and the superconductivity.”? In the tight-binding
model with single-transverse-transfer integral [Eq. (1)], £,
(n=3,4,...) is obtained in terms of 7, and ¢, by perturbation
from Eq. (1) as mentioned above. However, in general, there
are multiple-transverse-transfer integrals and 3, 4, etc., de-
pend on these transfer integrals by perturbation. Therefore,
as we cannot take 73 and #, as the parameters depending on 7,
and 1,, we consider these as the independent parameters. We
ignore the higher terms (f5,...) since these do not play an
important role for the FISDW state.

The FISDW states are labeled by an integer N of the
spin-density wave (SDW) number Q,=2kg+NG, where G
=beB and B is the magnetic field.?*~33 It has been shown that
the quantization of the Hall effect is characterized by the
quantum number N of the FISDW wave vector**% and the
sign change has been explained by multi-SDW order
parameter’” and ¢ and 1,.2"*> These higher terms are also
used in the study of the magnetoroton modes.3®

©2009 The American Physical Society
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FIG. 1. (Color online) (a) The 1/V and B phase diagram ob-
tained by nonperturbation (Ref. 47). (b) Cooling rate dependence of
the FISDW phase diagram in deuterated (TMTSF),ClO, at 0.5 K
(Ref. 45).

The shape of the Fermi surface is also affected by the
anion ordering at Thn=24 K in (TMTSF),ClO,. Interesting
properties have been reported in the magnetic field, i.e., the
superconducting critical temperature with the anomalous in-
plane anisotropy,***’ which is attributed to the Fulde-Ferrel-
Larkin-Ovchinnikov (FFLO) state,*'*? the unclosed anoma-
lous FISDW first-order transition line in the B—temperature
(T) phase diagram,**=* the periodic oscillation*® with sign
reversal of R, above B=26 T, etc. The alternating ordering
of the anion ClO, in the y direction below T,n=24 K is
thought to cause these phenomena. The ordering of the anion
gives the periodic potential with the wave vector Qp
=(0,7/b). Then the Hamiltonian is written as a 2 X 2 matrix,

RN AN
STy dk+Qu )

where V is the magnitude of the periodic potential and we set
V=0. The eigenvalues (€*) are obtained as

(6)

(k) = %{[eac) +e(k+Qy)]

= \[e(k) — e(k + Qu) > +4V?}, (7)

which gives two pairs of open sheetlike Fermi surfaces.

In the previous paper, we have obtained the phase dia-
gram of the FISDW in the plane of the inverse of the poten-
tial V and B as shown in Fig. 1(a). In that case we have used
the parameter 73/7,=0.2 and ,/¢,=0.02. The strength of the
potential V is thought to be controlled experimentally by
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changing the cooling rate. If the sample is cooled very
slowly, the anion orders completely and the potential V is
large. If the cooling rate is larger but still it makes anions
order, the ordering occurs partially and V is smaller. With
this interpretation we have compared our results with experi-
ments by Matsunaga et al.,*> who have observed the Hall
resistance in the condition of various cooling rates and mag-
netic field. The observed phase diagram is shown as in Fig.
1(b). The appearance of the negative phase is reproduced by
the N=-2 phase in the calculation, as marked by the red
obliques in Figs. 1(a) and 1(b). The N=-2 phase appears in
the intermediate values of V (7=<1r,/V=<30, i.e., 0.3<V/1,
=<1.5). This is consistent with the upper limit for V,

V<2t - 21y, (8)

which is obtained from the susceptibility for B=0.*® Since
the N=-2 phase is observed in the slowest cooling rate, we
can conclude that V in (TMTSF),ClO, should be smaller
than 27,—21,. The estimated value of V from the angular
dependence of the magnetoresistance by Lebed et al.®® (V
~2.0t,’,) is close to the boundary, while the value estimated
by Yoshino e al.>® (V~3.36t,) is larger than our estimation.

The extensive study for the possible values for 73, #4, and
V has not been done as far as we know. These parameters
change the shape of the Fermi surface slightly when 7, <13
<1, but they cause the difference in the FISDW state, espe-
cially concerning to the negative N phase. In this paper we
give the parameter regions for 73 and #, in which the negative
phase is stabilized in some regions of the magnetic field in
V=0 and in a finite value of V.

II. SUSCEPTIBILITY IN THE MAGNETIC FIELD

The effect of the magnetic field is studied by the substi-
tution,

1%
k.=—i—, 9
x=mi )
d
k,=—i—+Gx (10)
J ay

in Eq. (6). The spin splitting due to the Zeeman effect is not
taken into account since that effect is not important in the
transverse susceptibility, although it plays a crucial role in
the case of charge-density wave (CDW). In this study, we
take 0=V/1;=2.0, 0=13/1,=0.3, and 0=1,4/1,=0.125.
Zanchi and Montambaux?! have employed 7,/t,=300, t,/1,
=30, t3/1,=0.07, 1,/1,=0.0025, and kg7/t,=0.05. Lederer
and Chaves®® have used #,/1,=300, 1,/t,=26.5, 0.03=t;/1,,
=0.07, and 0.0025<1,/t,=0.03.

A. Susceptibility in the magnetic fields
without the anion ordering

The susceptibility in the quasi-one-dimensional systems
in the magnetic field has been studied by many authors?-33
when the periodic potential is zero. Here, we give the results
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including #; and ¢, terms. The eigenstates of the quasi-one-
dimensional electrons are given as

|(K+nG))= exp{i{ (—kg+ K, +nG)x+ K,y

bK +Gx

(11)

+—
UFG 0

M(P)dp} }

and

|(K+nG)")= exp{i{ (kg + K, +nG)x + Ky

1 be+Gx

- M(P)dp}i| (12)

vrG Jy

for the left and the right parts of the Fermi surface, respec-
tively, where G=(G,0)=(beB,0) and 0=K,=G. The eigen-
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E;(+nG = UF(Kx + I’ZG) >

respectively. The susceptibility for the noninteracting system
in the magnetic field is given by

5(‘00(Q7B)
=—> 2 (K +1'G + Q- 2kp)'|e™ (K + nG)|?
n.n' KK’

1
Q

!

f(EK+nG) _f(E;(’+n’G+Q—2kF)
X—— . : (13)
EK’+n’G+Q—2kF ~ Exing

where () is the volume of the system and kg=(kg,0). The
matrix element is given by

(K’ +1n'G +Q - 2kp)'[e"?"[(K + nG)")|

_ i(n—n')(bl(v bQ,/2)
values for these states are = 51971826 ¥ In—n’(Qy)’ (14)
Eigsn =~ vp(K, +nG), where
J
2 dp 1 p+be/2 p—be/Z
In_n/(Qy)=f S_exp| iy (n=n")p-—X t.(p")dp’ +f t.(p")dp’
0 2m vrG 0 0
e w , 41, cos(b0,/2) | | 2] cos(v0Q,)
=Dy 2 2 (=D(=1) Jn—n’—2[—3[’—4l"|: =7 = .
== |1 o oo UFG UFG
415 cos(300,/2 t4 cos(2b
XJ,{ 3 cos(3b0, )}h{ 4 cos( QV)} 15)
3UFG UFG
|
and J; is the Bessel function of the first kind. B. Susceptibility in the magnetic fields with the anion ordering
As aresult, the susceptibility is written as When the anions order and give the periodic potential V,
. the eigenstates and the  susceptibility = become
Xoo(Q.B) = 2 [IN(Q,) X" (Q, + NG), (16)  complicated.*”*$>1-%0 The noninteracting susceptibility is a
N

where X(l)D(Qx) is the susceptibility for the one-dimensional
system given by

bl

X(I)D(Qx) _ 2 E f(ElKX+nG) _f(E;(x+”G+QX—2kF)
KX

r [
n EKx+nG+Qx—2kF EKX+nG

& fl-€+ep)—flE+ep)
= N(0) f dé Q"z : & .
_gc

where st:vF(Qx—ZkF)/ 2, &. is a cut-off energy on the order

of t,, and N(0) is the density of states at Fermi energy.
While it has a sharp cusplike maximum with respect to Q.

at Q,=2kp+NG, the maximum with respect to Q, is broad.

(17)

2 X2 matrix®®-3860 in the presence of V because there are
two nonequivalent sites in the unit cell or the two bands. The
off-diagonal components of the susceptibility, however, are
very small in the parameter region studied in this paper, i.e.,
—-1=<vgq,/1,=<1 and g, =0 at small V(0=V/1,=<0.2) and in
the weak field (7 T<B=12 T). Therefore, we neglect the
off-diagonal elements and study only the diagonal elements
of the susceptibility.

We give the results*’!-* including V in addition to #; and
t, terms in this section. The eigenstates for the left and right
parts of the Fermi surfaces are expressed as the linear com-
binations of the eigenstates for V=0 as

(w500 = 2 v K+ mGY O, (1)

where
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1 .
|(K + mG)l(r)(i)> — TEelmbe{|(K + mG)l(r)>
V’

* (= D)"(K+mG + Q") (19)

By taking [(K+mG) (™)) as the basis set, we obtain the
matrix elements of Hy+7Hy as followings:

(Ho)a! = (K +mG)"™)|Hy| (K +nG)"™)

=— 8, p(K, +nG), (20)
(Ho)!) = (K + mG) O Hy| (K + nG) )
= m,nvF(Kx + I’ZG), (21)

(H)'™) = (K + mG)" ™| H,|(K + nG) ™)

mn
4t 415
=(-1)"V J( )J( ) 22
=(-1) Ex i\ 5:6)"\ 30.6 (22)

(Hy)') = (K + mG) )| H, | (K + nG) ™))

B m 41, 415
=(-1) vlgxfm_n_y( FG>J’<3UFG)' (23)

By dlagonahzm% Hamiltonian (20)—(23) numerically, the co-
efficients v,, () in Eq. (18) are obtained. The eigenvalues
for the left and right Fermi surface are

Eg ) o=—vp(K +nG) = (= 1)"A, (24)
Ef 6 =vp(K +nG) = (- 1)"A, (25)

where A is the splitting of the energy band. When V is very
small or the magnetic field is extremely large, A is written in
terms of the Bessel function.®'~%* In general case, however, it
should be obtained numerically.

The susceptibility in the magnetic field is described in
terms of the eigenstates as

;O(Q’B)
S S WK+ Q- 2kp)|e W NK))

nn' Koy =t

l (")
Xf(E (y)nc) f(E;(erQx—szm'G)

r(y") 1(y)
EKX+QX—2kF+n’G - EKX+nG

(26)

Finally, the susceptibility is given by
%o(Q.B) = 2 {A5(Q,) %" (Q, — 2k + 206)
n

+]A5,(0)*%s (0, = 2kg +2nG) + [|A3(0,)?
+|ASHOIPIXG 1O - 2ke + 20+ DG}, (27)

where

ATHQ) = 2

m,m’

r(+)4<vr(+) i(m-m' )bQ /2 X ]m o +2n(Qy)»

(28)
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FIG. 2. (Color online) The maximum of x,(q,B) for the non-
perturbative calculation for V/1;=0 and t3/1,=0.2, 1,/1,=0.

AE;(Q)’) — 2 ( 1)m+m mz?) ;g)et(m—m )bQ),/Z

mm

X Im—m’+2n(Qy)7 (29)

A5a(@)= T (- 1l

!
m,m

X Im —m' +2n+1(Qy)’ (30)

Agr(Q) = 2 (= D)ol el 02

m,m’

X Ly 12n41(Qy) (31)
and
f=&+eg +A) = f(E+eo +A4)
26 ’
(32)

&
X0 (Q,) = N(0) f déX
_gc

fl=E+ep —A) - flE+eg —A)
2¢ ’
(33)

&
Xo (Qx) = N(O)f dg X
-¢,

— 1 - v -
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FIG. 3. (Color online) The maximum of x,(q,B) for the non-
perturbative calculation for V/1,=0.4 and 3/1,=0.2, t4/1,=0.
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t/£,=0.2, t/{ =0

FIG. 4. (Color online) The maximum of xy(q,B) at B/B,
=0.023 as a function of V/1,.

& floErey)-flE+ey)
X7(0,) = N(0) f dé sz ; ol
-£.

We use q as the FISDW nesting vector, where q=Q—-Q,.
Thus,

(34)

iy
q=(qx,qy)=<Qx—2kF,Qy—;)- (35)
Hereafter, we use xo(q,B) instead of ¥,(Q,B) in Eq. (27)
with the definition

Xo0(4.B) = Xo(Q.B) = Xo(q + Qo,B). (36)

III. RESULTS AND DISCUSSIONS

The local maximum values of the susceptibility are calcu-
lated numerically as a function of B. There are sharp maxi-
mums at ¢,=NG when N is odd and ¢,=NG *2A /vy when
N is even.’*%3 We label the maximums as N and N+ for odd
and even N, respectively, where ¢, is scanned to give the
local maximum. We plot the maximum values for N, N+, and
N- as a function of B/B, for t3/1,=0.2, t4/1,=0, and V/1,

=0 in Fig. 2, where BO:ui_Z The maximum values for N,

e
—1 v v v

N Vit b-0‘4, t3/t b—0.2, t4/t b—0.02
— 2+

3 _ 2
" B/B=0.023 3

T T - 1
0.020 0.025 0.030

B/B,

FIG. 5. (Color online) The maximum of y,(q,B) for the non-
perturbative calculation for V/t;=0.4 and t;/1,=0.2, t,/1;=0.02.
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FIG. 6. (Color online) The maximum of xy(q,B) at B/B
=0.023 as a function of V/t;.

N+, and N— with the same parameters except V/1,=0.4 are
shown in Fig. 3. When we use a=b=0.7 nm based on the
lattice constants of (TMTSF),ClO, and (TMTSF),PF,, we
get By=400 T. Thus, 0.0175=B/B;=0.03 and B/B,
=0.023 are corresponding to 7 T<B=<12 T and B=9 T,
respectively.

When V=0 and 5 and ¢, are small, the absolute maximum
of xo(q,B) for each B is given by N=...,5,4,3,2,... as B
increases (as seen in Fig. 2), which corresponds to the suc-
cessive transitions between different FISDW phases (N
=...,5,4,3,2,...) with increasing magnetic field. When V is
finite, the maximum of x,(q,B) oscillates as a function of B
(see Fig. 3). The amplitudes of the oscillation is small for
odd N, if V is small. This is consistent with the perturbation
in V in which x,(q,B) oscillates only for the even N.

Although the maximum of x,(q,B) for N=-2 is smaller
than the maximums for N>0 in that choice of the param-
eters (13/1,=0.2 and t4/1,=0, see Fig. 2), the maximum of
Xo(q,B) for N=-2+, 2+, 3, and 4+ at B/B,=0.023 have
almost the same value in 0= V/ t;; = 0.4, which can be seen in
Fig. 3. We plot x,(q,B) for N==2+, 2+, 3, and 4+ at B/B,
=0.023 as a function of V/1, in Fig. 4. In this case the high-
est peak is given by N=3 or 2+, which means that a negative
quantum Hall effect is not stabilized. It is not the case in
(TMTSF),ClIO, and (TMTSF),PF,. We denote this choice of

—1 " . v
L. V=0 =02, 1/, =0.05

ot B/B,=0.0262 2

12 3 B/B,=0.023 5 3
-~ 4 pmooi3 |2 —
Rl—s s -
S l e

[=]
=

114 1
10 T T 1

0.020 0025  B/B 0.030
0

FIG. 7. (Color online) The maximum of x,(q,B) for the non-
perturbative calculation for V/1,=0 and t3/1,=0.2, 1,/1,=0.05.
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1— 1
— 2+
— 2+
124— 3

VIt =04, L/t =0.2, £/t =0.05

B/B,=0.023 2

10

0.(;20 ()4(;25 B/BO 0.630
FIG. 8. (Color online) The maximum of y,(q,B) for the non-
perturbative calculation for V/t;=0.4 and t5/1,=0.2, t,/1;=0.05.

13/t and t4/t, as a triangle (A) in the parameter plane of
13/1;, and t4/t, as seen in Fig. 10.

The finite value of 7, is necessary for the maximum of
Xo(q,B) to be the absolute maximum at some B. We show
the example of the parameter (#3/1,=0.2 and #,/¢,=0.02) in
Fig. 5. Taking this choice of the parameters #3/1, and t4/t;,
we plot the maximum of x,(q,B) for N=—2+, 2+, 3, and 4
+ at B/By=0.023 as a function of V in Fig. 6. The maximum
of xo(q,B) for N=-2 is the absolute maximum when 0.2
=V/t,=<0.8 and B~9 T. We think this choice of 3/7, and
141, is a candidate for (TMTSF),ClO, because the negative
N phase is realized only when the cooling rate is slow,*
which is interpreted as a large V. We depict it by a filled blue
circle (@) in the parameter plane of #;3/¢, and #,/1, as seen in
Fig. 10.

If we take 73/1,=0.2 and 1,/¢,=0.05, the maximum of
Xo(q,B) for N=-2 is the absolute maximum at 0.0213
=B/B;=0.0262 even when V=0, as seen in Fig. 7. In these
parameters of #3/1, and #,/1, the maximum of x,(q,B) for
N=-2 is still the absolute maximum at B/B;=0.023 when
V/t,=0.4, as seen in Fig. 8. The maximum of y,(q,B) for
N=-2+, 2+, 3, and 4+ at B/B;=0.023 is plotted as a func-
tion of V/1, in Fig. 9. The maximum of y,(q,B) for N=-2 is
the largest at 0=V/,<1.0. With these parameters of 73/1,

t/,=0.2, /¢, =0.05

12 —A— D4
—A— 2+
o)
Cq f—A—a —o— 3
= mk[]\r\A —O0— 4+
N g \
A NN A H\ﬁ

FIG. 9. (Color online) The maximum of x,(q,B) at B/B,
=0.023 as a function of V/1,.
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wis 8§ Eo-swe
0.03— . ; ,
2003 00 obe 01 02/t

FIG. 10. (Color online) The phase diagram in 73 and 7, plain.
Dotted lines are for the eye guide. A thick gray solid line represents
t3=t4.

and 1,/1,, the negative N phase is realized without the anion
ordering, which is the case in (TMTSF),PF4. We denote it by
a blue open diamond (<) in the parameter plane of 73/, and
t4/1;, as seen in Fig. 10. Taking various values of parameters

359 Vit =0
XD /110, 1/6,=0.2, 1,0

bq /n=0, 0.02, 0.04, ..., 0.4
3.0 Y ] » yl

g vt
352 VIt =0 Fh
Xga) | W10 4,202, 1/,=0.02
b /1=0, 0.02, 0.04, ..., 0.4 b /n=0.2

3.04
| 03

254
\ \‘“““
ARk

2.0 s

Sueey
A

2 0 v.q/t 2
359 V=0 Fix

XJD] 1,210, 1/6,20.2, t/t,=- 0.02
| ba/m=0,0.02,0.04, ...,0.4

bq/n=0.2
| bq/e=0.3

2.5

2.0

L 2
Vqu/tb

FIG. 11. xo(q) at B=0 from #,/1,=0 to 14,/t,=0.02 and 1,/t;=
—0.02 when V=0.
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t3/t, and t4/t,, we obtain Fig. 10. In order to obtain a nega-
tive phase, 7, must be a nonzero positive value. In fact, the
susceptibility at B=0 [xo(q,0)=x0(q)] is maximized at g,
>0(g,<0) when 1, is negative (positive), which is shown in
Fig. 11.

IV. CONCLUSION

We obtain the possible parameter region of 3/, and #,/1,
for (TMTSF),PF, and (TMTSF),ClO,. The negative N phase
in FISDW is observed in (TMTSF),PF, in which the cen-
trosymmetric anions give no periodic potential (V=0). In this
case 13/1;, and t4/t, should be in the regions marked by the
blue diamonds in Fig. 10. On the other hand, the negative N
phase in (TMTSF),ClO, is observed only when the cooling
rate is slow. Thus the parameters 73/7, and #,/1, should be in
the region denoted by filled blue circles in Fig. 10. It is
natural to assume 74, =<t;. Then we conclude that the param-
eters for (TMTSF),ClOy are in the region enclosed by dotted
lines and a gray line in Fig. 10, which are 0.06=<15/1,
=<0.23 and 0=<t,/1,<0.08. It is noted that #3/¢, and ,/1,, for
(TMTSF),ClO, are smaller than those for (TMTSF),PF.

We studied the effects of the parameters, 13/1,, 1,/1,, and
V on the stability of the negative N phase in FISDW. The

PHYSICAL REVIEW B 80, 075119 (2009)

parameters, 13/1,, t,/t,, and V may give a key to explain the
unexpected periodic oscillation*® in the FISDW with sign
reversal of R, above B=26 T.

Furthermore, these parameters may affect the supercon-
ductivity especially in the FFLO state,*'*> where the nesting
of the Fermi surface plays an essential role. The upper criti-
cal field exceeds the Pauli-Clogston limit in (TMTSF),PFg
(Ref. 65) and (TMTSF),Cl0,.%° The superconductivity in
(TMTSF),PF; is considered to be spin triplet from the ab-
sence of the change in the ”’Se Knight shift®” while the spin-
singlet superconductivity in (TMTSF),ClO, is suggested
from the change in Knight shift.®® The paring symmetry of
(TMTSF),X is also still controversial. Both possibilities have
been asserted theoretically.”>%*-80 Many authors®-%" have
not taken account of f3, #,, and V in the theoretical study
while a few authors have studied with V and #; in Refs. 75
and 80, respectively. Since we have obtained that the upper
critical field for the spin-singlet superconductivity is en-
hanced by taking account of the higher harmonics up to #;,2
we expect that the theory including these effects makes clear
the unexplained results such as the critical temperature with
the anomalous in-plane anisotropy®>*? in which the realiza-
tion of two kinds of the FFLO superconductivity*'#? is sug-
gested.
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